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http://www.youtube.com/watch?v=D1UY7eDRXrs


 

Hitting the limits early on

The Anatomy of a Large-Scale Hypertextual Web Search Engine

1996, Sergey Brin and Lawrence Page
Computer Science Department, Stanford University, Stanford, 
CA 94305

@bagibson







7 Cloud products with 1 billion users



Google Network



$29.4 Billion
3 Year Trailing CAPEX Investment



GCP Regions
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Sustainability

Google datacenters have half the 
overhead of typical industry data centers

Largest private investor in renewables: $2 
billion generating 3.2 GW

Applying Machine Learning produced 
40% reduction in cooling energy
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Walking the walk
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Helping students, 
researchers, and practitioners 

build what’s next



Big Data and Machine Learning
Khalid Salama - Machine Learning Product Specialist
Robert Saxby - Big Data Product Specialist
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Two ways we can help you benefit from ML

Use your own data to train models Ready to use Machine Learning models

Cloud 
Vision API

Cloud 
Translation API

Cloud Natural 
Language API

Cloud 
Speech API

Cloud Machine 
Learning Engine

TensorFlow

Cloud 
Jobs API

Cloud Video
Intelligence API
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Cloud Video Intelligence 
API demo
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How the demo works

Cloud Storage
(full length videos)

Cloud Video 
Intelligence API

Video 
Metadata

Frontend built on
App Engine

Cloud Functions Cloud Storage
(video annotation JSON)

Video content

Built by @SRobTweets and @AlexWolfe
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NLP demo
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What is TensorFlow?

● A system for distributed, parallel machine learning
● It’s based on general-purpose dataflow graphs
● It targets heterogeneous devices

○ A single PC with CPU
○ A single PC with GPU(s)
○ A mobile device
○ Clusters of 100s or 1000s of CPUs, GPUs and TPUs
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Another data flow system

MatMul

Add Relu

biases

weights

examples

labels

Xent

Graph of Nodes, also called Operations or ops
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With tensors

MatMul

Add Relu

biases

weights

examples

labels

Xent

Edges are N-dimensional arrays: Tensors
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What’s in a name?

0 Scalar (magnitude only) s = 483

1 Vector (magnitude and direction) v = [1.1, 2.2, 3.3]

2 Matrix (table of numbers) m = [[1, 2, 3], [4, 5, 6], [7, 8, 9]]

3 3-Tensor (cube of numbers) t = [[[2], [4], [6]], [[8], [10], [12]], [[14], [16], [18]]]

4 n-Tensor (you get the idea) ....
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Convolutional layer

W1[4, 4, 3]

W2[4, 4, 3]

+padding

W[4, 4, 3, 2]

filter 
size

input 
channels

output 
channels

stride

convolutional
subsampling

convolutional
subsampling

convolutional
subsampling
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With state

Add Mul

biases

...

learning 
rate

−=...

'Biases' is a variable −= updates biasesSome ops compute gradients
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And distributed

Add Mul

biases

...

learning 
rate

−=...

Device BDevice A



TensorFlow Distributed Execution Engine

CPU GPU Android iOS ...

C++ FrontendPython Frontend ...

Layers

Estimator

Models in a box

Train and evaluate 
models

Build models

Keras 
Model

Canned Estimators
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The popular imagination of what ML is

Lots of data Magical resultsComplex mathematics in multidimensional spaces
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives
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A useful and common design pattern

Inputs Train 
model

Pre 
processing

Feature 
creation

Distributed 
training, 

Hyper-parameter 
tuning

Deploy

Cloud ML 
Engine

Prediction

Same

Model

Cients

REST API call with 
input variables
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives
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Estimate taxi fares
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NYC Taxi & Limousine Commission

http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml

Goal is to estimate the taxi 
fare based on pickup and 
drop locations, as well as 
other trip information...
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives



Proprietary + Confidential

Serverless platform for all stages of the analytics 
data lifecycle

No manual sharding
No capacity guessing
No idle resources
No maintenance window
No manual scaling
No file management

Ingestion AnalysisProcessing

BigQuery

Cloud Pub/Sub

Cloud Dataflow

Cloud Storage
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Cloud Dataprep

Visually explore and interact with data

Instantly understand data distribution and 
patterns

Quickly identify data quality issues 

Get automatic data transformation 
suggestions 

Standardize, structure and join datasets 
easily with a guided approach

Introducing: self-service data preparation
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Dataprep Example

Retail purchase transactions

Ad impressions

Two datasets: Retail transactions & Ad impression logs
Goal: Find purchases that followed an ad for that product to that user
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Cloud Dataprep demo
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BigQuery: 100% serverless data warehouse

Google BigQuery
Fully Managed and  Serverless  

Google Cloud’s Enterprise Data 
Warehouse for Analytics

Petabyte-Scale and Fast 
Convenience of SQL

Encrypted, Durable and Highly Available
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives
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Powerful Data Exploration

Cloud Datalab
Closely integrated with BigQuery and 
Cloud ML

Notebook interface

Leverage existing Jupyter modules and 
knowledge

Suitable to interactive data science and 
machine learning
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● Describe dataset
● Explore and visualise the data
● Create training, validation, and test 

datasets
● Set a baseline

Understanding & 
Preparing data
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives
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● Basic features
● Small training set
● Simple Linear Regression model

First experiments
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I need coffee!
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives
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What do you think we can 
do to improve the model?
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Refine the model

Feature engineering

Better algorithms

More examples, more data

Hyperparameter tuning
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Refine the model

Feature engineering

Better algorithms

More examples, more data

Hyperparameter tuning
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Select

Feature engineering

Rows
Invalid data

Several missing features

Columns
(Near) zero variance
Many missing values
Many distinct values 
(consider grouping or 

encoding)

Scaling
Handling missing values

Handling outliers
Handling skewed distribution

Discretization (binning)
Equal width
Equal Size
Clustering
Supervised

Encoding
Indicators (one-hot)

Learning with Counts
Embedding

(kernel-based) PCA
PLS (supervised)

Embedding 
(Auto-encoders) 

Hash Bucketization

Polynomial expansion

Interactions (Crossing)
Multiplication, ratios

AND, OR, NOT

Feature comparison flags 

Data-specific
Text

Image
Audio

Recency, Frequency, 
Intensity (RFI) metric
Datetime elements

Distances with locations

Cleanse Tune Transform Extract Construct

Filter methods
Wrapper methods
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Refine the model

Feature engineering

Better algorithms

More examples, more data

Hyperparameter tuning
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Better algorithms: DNN

Consider different optimisation algorithms: Adam, Adagrade, derivative-free methods, etc.

Consider different activation functions: relu, radial basis functions (RDF), etc.

Consider different model architectures: number of layers and nodes per layer, connectivity, etc.

Consider different loss metric: quadratic loss, cross entropy, bayesian information reward, etc. 

Consider handling overfitting: regularisation, early-stopping, dropouts, etc.

Consider Linear Combined DNN: for deep (dense) and wide (sparse) features
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Linear combined DNN

https://research.googleblog.com/2016/06/wide-deep-learning-better-together-with.html

https://research.googleblog.com/2016/06/wide-deep-learning-better-together-with.html
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When do you think neural 
networks are not the best 

option for ML?
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● Feature engineering
○ Datetime info
○ Bucketization
○ Crossed features

● Better algorithms
○ Linear Combined DNN 
○ Feature embedding

Second experiment
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Refine the model

Feature engineering

Better algorithms

More examples, more data

Hyperparameter tuning
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“ It's not who has the best 
algorithm who wins, it's who 
has the most data.”

— Andrew Ng , Co-Founder of Google Brain
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Fully-managed data processing service

Cloud Dataflow
Portable via open-source Apache Beam 
SDK

Combines batch and streaming models

Autoscaling and dynamic task sharding

Connectors to Bigtable, BigQuery, Cloud 
Storage
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Apache Beam & Cloud Dataflow

Apache Beam is a collection of 
SDKs for building streaming data 

processing pipelines.

Cloud Dataflow is a fully managed 
(no-ops) and integrated service for 

executing optimized parallelized data 
processing pipelines.
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Unified batch and stream processing
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● Dataflow to export data from 
BigQuery to GCS

Preparing big data for 
training 



TensorFlow Distributed Execution Engine

CPU GPU Android iOS ...

C++ FrontendPython Frontend ...

Layers

Estimator

Models in a box

Train and evaluate 
models

Build models

Keras 
Model

Canned Estimators
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https://cloud.google.com/solutions/running-distributed-tensorflow-on-compute-engine

Distributed TensorFlow on Compute Engine
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Machine Learning on any data, of any size

Cloud ML Engine
Portable models with TensorFlow

Services are designed to work together

Managed distributed training infrastructure 
that supports CPUs and GPUs

Automatic hyperparameter tuning
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https://cloud.google.com/ml-engine/docs/tutorials/distributed-tensorflow-mnist-cloud-datalab

Distributed TensorFlow with Cloud ML Engine and 
Cloud Datalab
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Running locally

gcloud ml-engine local train \

   --module-name trainer.task --package-path trainer/ \

  -- \

  --train-files $TRAIN_DATA --eval-files $EVAL_DATA --train-steps 1000 --job-dir $MODEL_DIR

training
data evaluation

data

output
directory

train locally
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Single trainer running in the cloud

gcloud ml-engine jobs submit training $JOB_NAME --job-dir $OUTPUT_PATH \

   --runtime-version 1.0 --module-name trainer.task --package-path trainer/ --region $REGION \

  -- \

  --train-files $TRAIN_DATA --eval-files $EVAL_DATA --train-steps 1000 --verbosity DEBUG

train in the cloud
region

Google cloud storage 
location
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Distributed training in the cloud

gcloud ml-engine jobs submit training $JOB_NAME --job-dir $OUTPUT_PATH \

   --runtime-version 1.0 --module-name trainer.task --package-path trainer/ --region $REGION \

  --scale-tier STANDARD_1  

  -- \

  --train-files $TRAIN_DATA --eval-files $EVAL_DATA --train-steps 1000 --verbosity DEBUG

distributed
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Training with Cloud ML 
Engine
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Refine the model

Feature engineering

Better algorithms

More examples, more data

Hyperparameter tuning
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Hyperparameter tuning

● Automatic hyperparameter tuning service

● Build better performing models faster and save 
many hours of manual tuning

● Google-developed search (Bayesian Optimisation) 
algorithm efficiently finds better hyperparameters 
for your model/dataset  

HyperParam #1

Ob
je

ct
ive

We want to find this

Not these

https://cloud.google.com/blog/big-data/2017/08/hyperparameter-tuning-in-cloud-machine-learning-engine-using-bayesian-optimization

https://cloud.google.com/blog/big-data/2017/08/hyperparameter-tuning-in-cloud-machine-learning-engine-using-bayesian-optimization
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Hyperparameter tuning

gcloud ml-engine jobs submit training $JOB_NAME --job-dir $OUTPUT_PATH \

   --runtime-version 1.0 --module-name trainer.task --package-path trainer/ --region $REGION \

  --scale-tier STANDARD_1 --config $HPTUNING_CONFIG 

  -- \

  --train-files $TRAIN_DATA --eval-files $EVAL_DATA --train-steps 1000 --verbosity DEBUG

hypertuning
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Hyperparameter tuning

trainingInput:
 hyperparameters:
   goal: MAXIMIZE
   hyperparameterMetricTag: accuracy
   maxTrials: 4
   maxParallelTrials: 2
   params:
     - parameterName: first-layer-size
       type: INTEGER
       minValue: 50
       maxValue: 500
       scaleType: UNIT_LINEAR_SCALE

...
 

...

# Construct layers sizes with exponetial decay
      hidden_units=[
          max(2, int(hparams.first_layer_size *
                     hparams.scale_factor**i))
          for i in range(hparams.num_layers)
      ],

...

parser.add_argument(
     '--first-layer-size',
     help='Number of nodes in the 1st layer of the DNN',
     default=100,
     type=int
 )

...

hptuning_config.yaml task.py
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Results comparison
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In reality, ML is

Collect 
data

Create the
model

Refine the
model

Understand 
and prepare 

the data

Serve the
model

Define
objectives
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Deploying the model

Creating model

gcloud ml-engine models create $MODEL_NAME --regions=$REGION

Creating versions

gcloud ml-engine versions create v1 --model $MODEL_NAME --origin $MODEL_BINARIES \

  --runtime-version 1.0

gcloud ml-engine models list
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Predicting

gcloud ml-engine predict --model $MODEL_NAME --version v1 --json-instances ../test.json

Using REST:

POST https://ml.googleapis.com/v1/{name=projects/**}:predict

JSON format (in this case):

{"age": 25, "workclass": "private", "education": "11th", "education_num": 7, "marital_status": 
"Never-married", "occupation": "machine-op-inspector", "relationship": "own-child", "gender": " 
male", "capital_gain": 0, "capital_loss": 0, "hours_per_week": 40, "native_country": " 
United-States"}

https://ml.googleapis.com/v1/%7Bname=projects/**%7D:predict
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Predicting taxi fares
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TensorFlow and GPUs
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Create a VM with a GPU

gcloud beta compute instances create vm-gpu-tf \

    --machine-type n1-standard-2 --zone europe-west1-b --accelerator type=nvidia-tesla-k80,count=1 \

    --image-family ubuntu-1604-lts --image-project ubuntu-os-cloud --maintenance-policy TERMINATE \

    --restart-on-failure

Using the gcloud command line tool:
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Installing CUDA

#!/bin/bash

echo "Checking for CUDA and installing."

# Check for CUDA and try to install.

if ! dpkg-query -W cuda; then

  # The 16.04 installer works with 16.10.

  curl -O http://developer.download.nvidia.com/compute/cuda/repos/ubuntu1604/x86_64/cuda-repo-ubuntu1604_8.0.61-1_amd64.deb

  dpkg -i ./cuda-repo-ubuntu1604_8.0.61-1_amd64.deb

  apt-get update

  apt-get install cuda -y

fi

SSH into the machine and run the following script:
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Installing CUDA

nvidia-smi

echo 'export CUDA_HOME=/usr/local/cuda' >> ~/.bashrc

echo 'export PATH=$PATH:$CUDA_HOME/bin' >> ~/.bashrc

echo 'export LD_LIBRARY_PATH=$CUDA_HOME/lib64' >> ~/.bashrc

source ~/.bashrc

Verify and set CUDA environment variables
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Installing cuDNN

tar xzvf cudnn-8.0-linux-x64-v6.0.tgz

sudo cp cuda/lib64/* /usr/local/cuda/lib64/

sudo cp cuda/include/cudnn.h /usr/local/cuda/include/

rm -rf ~/cuda

rm cudnn-8.0-linux-x64-v6.0.tgz

Download and install:

https://developer.nvidia.com/developer-program

https://developer.nvidia.com/developer-program


Proprietary + Confidential

Installing Tensorflow

sudo apt-get install python-dev python-pip libcupti-dev

sudo pip install tensorflow-gpu

tensorflow-gpu ensures that the GPU used for the operations where applicable
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Testing

import tensorflow as tf

with tf.device('/gpu:0'):

    a_g = tf.constant([1.0, 2.0, 3.0, 4.0, 5.0, 6.0], shape=[2, 3], name='a-gpu')

    b_g = tf.constant([1.0, 2.0, 3.0, 4.0, 5.0, 6.0], shape=[3, 2], name='b-gpu')

    c_g = tf.matmul(a_g, b_g, name='c-gpu')

with tf.Session(config=tf.ConfigProto(log_device_placement=True)) as sess:

    print (sess.run(c_g))

tensorflow-gpu ensures that the GPU used for the operations where applicable

https://medium.com/google-cloud/using-a-gpu-tensorflow-on-google-cloud-platform-1a2458f42b0
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Further reading and useful links
● https://cloud.google.com/solutions/running-distributed-tensorflow-on-compute-engine

● https://cloud.google.com/ml-engine/docs/tutorials/distributed-tensorflow-mnist-cloud-datalab

● https://codelabs.developers.google.com/?cat=TensorFlow

● https://codelabs.developers.google.com/codelabs/cloud-ml-engine-sd-regression

● https://codelabs.developers.google.com/codelabs/cloud-tensorflow-mnist/

● https://medium.com/google-cloud/using-a-gpu-tensorflow-on-google-cloud-platform-1a2458f42b0

● https://medium.com/google-cloud/running-jupyter-notebooks-on-gpu-on-google-cloud-d44f57d22dbd

● https://www.tensorflow.org/install/install_linux

● https://research.googleblog.com/2016/06/wide-deep-learning-better-together-with.html

● https://cloud.google.com/genomics/  https://youtu.be/ExNxi_X4qug

● https://www.kaggle.com/

https://cloud.google.com/solutions/running-distributed-tensorflow-on-compute-engine
https://cloud.google.com/ml-engine/docs/tutorials/distributed-tensorflow-mnist-cloud-datalab
https://codelabs.developers.google.com/?cat=TensorFlow
https://codelabs.developers.google.com/codelabs/cloud-ml-engine-sd-regression
https://codelabs.developers.google.com/codelabs/cloud-tensorflow-mnist/
https://medium.com/google-cloud/using-a-gpu-tensorflow-on-google-cloud-platform-1a2458f42b0
https://medium.com/google-cloud/running-jupyter-notebooks-on-gpu-on-google-cloud-d44f57d22dbd
https://www.tensorflow.org/install/install_linux
https://research.googleblog.com/2016/06/wide-deep-learning-better-together-with.html
https://cloud.google.com/genomics/
https://youtu.be/ExNxi_X4qug
https://www.kaggle.com/


 
180 Teraflops!! & 15-30x faster



A “TPU pod” built with 64 second-generation TPUs delivers 
up to 11.5 petaflops of machine learning acceleration.
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Proprietary + ConfidentialThank you!

Survey and follow up request:
https://goo.gl/Rtkn8i


