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Old vs. new architecture
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ConvLSTM

Changes:
- (non-recurrent) 2D-convolutions in top layers
- Dropout
- Add day of the year
- Longer input sequence
- Add estimation of uncertainties (aleatoric+ 

epistemic)



ConvLSTM



1D-LSTM

- Catchment Averages = Baseline

- Surprisingly high ccc

- Accurate modeling of timeseries

à We do not exploit all of the spatial information



2D-LSTM



Physical model: mHm

mHm ConvLSTM



ConvLSTM vs. mHm



Saliency maps

- Grad-CAM and SHAP implemented

- Spatial and temporal importance

- Grad-CAM: Difficult to implement for LSTM

- SHAP: Model-agnostic



Saliency maps: SHAP
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Summary

- Further tuning needed to exploit spatial information

- On par with physical model

- Saliency maps to be finished



Thanks for your attention!


